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Abstract 
With the advent of new technologies to gather and process data, large data sets are 
being collected that are of interest to transportation researchers. However, legal and 
ethical questions around data ownership and protection in the context of emerging 
technologies, especially with regard to automated and connected vehicle technologies, 
are still being formulated and addressed but are not settled. This research compares 
the uses of primary and secondary, passively collected data sources to identify legal 
considerations affecting access to these data for transportation researchers. With 
privately sourced data becoming more prevalent, researchers are faced with additional 
duties and changing practices. This exploratory research aims to provide guidance to 
transportation researchers on the legal and ethical requirements for data protection. 
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Introduction 

Issue 
With the advent of new technologies used to gather and process data, large data sets are being 
collected that are of interest to transportation researchers. However, new legal and ethical 
questions regarding data ownership and privacy protection have surfaced, especially with 
automated and connected vehicle technologies. Such questions are still being formulated, and are 
far from settled. This research examines the legal considerations regarding researcher use of large, 
passively collected data sets.  

Research Objective and Scope 
The objective of this exploratory research is to provide guidance to transportation researchers on 
the legal and ethical requirements for privacy and data protection. The project meets this objective 
by answering the following two research questions: 

• What are the legal and ethical requirements for primary human subjects research? 
• What are the implications for those legal and ethical requirements now that researchers 

may be more heavily dependent on privately sourced, passively collected data?  

The inquiry focused on the privacy and consent requirements for actively and passively acquired 
data. The shift toward working with privately sourced data means that practices to meet 
requirements may need to change, or that new requirements may arise that may not have been 
present before. This project addresses both of these conditions.  

Structure of Report 
The report begins with background information on the rationale for the study, supported by the 
findings of the literature review. Next, it describes the methods used to identify the current 
knowledge and state of practice for collecting and using data sets gathered either actively by a 
researcher or passively by another entity. This section is followed by a summary of those results. 
The discussion section following interprets the findings, identifies research needs and concerns, 
and provides use cases illustrating data acquisition paths and the necessary legal agreements for 
using the data. The report ends with conclusions and recommendations for further research. 

Background 
This study was motivated by a shift in the way data are gathered, manipulated, and disseminated 
[1]. Standards and taxonomies for data collection and analysis have rapidly changed over the past 
two decades as information technology has been integrated into data-gathering and data-
management activities. Specifically, university-based researchers are increasingly relying on 
existing data sources rather than using primary data that they themselves collect for a specific 
research objective. Primary data give researchers direct access to the raw data and also the direct 
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responsibility for ensuring that the necessary privacy protections are in place. Existing data, on the 
other hand, were originally collected by someone else and often for purposes other than research. 
Existing data can be collected actively (i.e., explicitly asking people for information, preferences, 
opinions, and behaviors) or passively (i.e., people have little awareness of the data collection 
effort). Speed and economy are the main advantages of using existing data since collecting primary 
data can be time- and cost-intensive. The main disadvantage is that researchers have little or no 
control over what data have been collected and how.  

This research focuses on the way this shift affects transportation researchers, who are increasingly 
using these data sets in their work on human driver behavior. This shift in researchers’ access to 
and use of large, passively collected data sets has raised the significance of two issues: (1) a shift 
from actively acquired to passively acquired data and (2) lack of clarity around data ownership 
and privacy interests.  

Shift from Actively Acquired to Passively Acquired Data 
One of the greatest challenges of transportation human factors research is getting people to agree 
to participate in data collection activities. The more narrow a researcher’s inclusion and exclusion 
criteria or the bigger the sample size needed, the more challenging this process becomes; hence 
the appeal of passive data collection. Technologies now exist that make it easier to tap into 
information about people’s behaviors or attitudes, and data can be collected as an incidental by-
product of other activities. Technology advances that add to the proliferation of passive data 
collection include smart cards and scanners that collect a wide range of consumer behaviors; 
mobile phones that track geographic location; and sensors in vehicles that provide automated 
situational awareness to drivers [2,3,4]. The combination of advanced passive data collection and 
increasingly powerful computing analytics has become a critical item in the researcher’s toolkit. 

This proliferation of passive data collection has led to the emergence of “data aggregators,” which 
are typically private companies that perform automated collection of raw data (Inrix, Air Sage, 
WAZE, and Google Maps are examples). Data aggregators rely on a variety of sources, including 
Global Positioning System (GPS) devices, Bluetooth-enabled devices, Wi-Fi-enabled devices, 
onboard unit transmitters from original automotive manufacturers or third parties such as insurance 
companies, and smartphone applications. The aggregators then fuse that data with other data, and 
archive the resulting database for different applications. Often data are leased from data 
aggregators. Such data are typically timely, detailed, and scalable, but the lessee lacks control over 
the data [5]. 

Data aggregators may be either public or private, with subtle differences in their perceptions of 
data access and use. Private data aggregators generally rely on a chain of legally binding 
agreements to access source data and to package and resell it to buyers for limited uses and 
functions. Public agencies who aggregate data often have the perception that data may be collected, 
owned, and put to use by anyone capable of gathering the data, as long as the data are scrubbed of 
personally identifiable information (PII) [6].  
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Lack of Clarity Around Data Ownership and Privacy Interests 
Technological advances are enabling new levels of ease for data creation, proliferation, and access. 
This situation has greatly diminished the clarity of data ownership, which is an important question 
because ownership of data is tantamount to control. Determining ownership defines who can 
collect, process, use, and disseminate data [6]. Ownership implies who can profit from what is 
owned, but it also reflects who is responsible for ensuring privacy protection and access security. 
Resolving the question of who owns a particular data set is complex [7]. As data are combined 
from greater numbers of sources, data provenance and ownership become murkier.  

A dilemma for researchers in accessing and using existing, passive data is that often the data 
owners are unfamiliar with study design, research ethical norms, and research methods for studies 
with human subjects [8]. Guidelines for conducting scientifically sound and ethically acceptable 
research do not always directly transfer to the context of existing, passively collected data. 
Collecting data through experiments or surveys typically, but not always, requires academic 
researchers to obtain approval by an institutional review board (IRB) before carrying out a study 
that involves human subjects. The IRB is a university-level committee designated to approve, 
monitor, and review biomedical and behavioral research involving humans. In the United States, 
any university or body that receives federal funds is required to have an IRB, which is governed 
by the Common Rule—a rule of ethics regarding biomedical and behavioral research involving 
human subjects. Yet, data aggregators or other entities that license and sell data are not governed 
by such guidelines, and as mentioned previously, a disadvantage to using existing, passive data is 
that the researcher has little or no control over what data have been collected and how. 

Many data source owners such as cellular networks and data aggregators de-identify the data using 
anonymization processes that remove PII as a privacy protection strategy. PII is any data that could 
potentially identify a specific individual, including any information that could be used to 
distinguish one person from another or that could be used for de-anonymizing anonymous data 
[9]. There is no one list of what constitutes PII. A single piece of data can be PII, such as a social 
security number. Likewise, multiple pieces of data when merged can be PII, even when the 
individual pieces would not be. Such associations can happen through consumers’ smartphones, 
their use of in-car telematics systems, or some connected vehicle applications. The shift to the 
access and use of existing passive data has weakened traditional means of protecting individuals’ 
privacy, leading to increasing risks associated with misuse of PII. One famous example of 
disclosure of PII from de-identified data sets was the release of New York City taxi trip data. 
Though the data had been scrubbed of vehicle and medallion owners’ names, when combined with 
photographs of celebrities getting into or out of taxis, the trip data revealed not only the location 
of that individual person at a particular time but also their fare and tip amounts [10]. Given such 
scenarios, data privacy has the potential to become a challenging issue for university-based 
researchers who draw on existing, passively collected data. Harmonized policies and practices 
regarding legal and ethical requirements for data protection need to be identified, documented, and 
applied.  
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Method 

Literature Review 
The literature review covered academic writings on the emerging uses of commercially available 
data sets, the change in pathways for researchers accessing those and other data sets, and the 
understanding of data ownership and privacy interests associated with newly available data sets.  

Desktop Legal Research 
Desktop legal research consisted of a review of the legal and regulatory environments for both 
human subjects research and private sector data collection. The team reviewed federal regulations 
mandating privacy protection practices in publicly funded research, federal and state privacy 
protections, the federal guidelines shaping much privately conducted data collection, the new 
European law that may affect U.S. corporate and public research practices, and emerging federal 
legislation that would regulate car-collected data collection. This information was available online. 

The research team also researched and reviewed legal agreements articulating the terms of privacy 
protection and data use between consumers/participants, public researchers, and private data 
aggregators. Researchers reviewed a total of 23 documents that were available online, in 
downloaded apps, or from the university researchers who were interviewed and who worked with 
the documents. These documents include consent and licensing agreements, non-disclosure 
agreements, commercial terms of use, terms and conditions agreements, and others. 

Semi-structured Discussions 
The purpose for the semi-structured discussions was to identify the current state of knowledge and 
practices regarding data protection, as well as emerging questions from the actual or anticipated 
experience of individuals working with privately and passively collected data sets. Using an 
interview guide, the project team spoke with 10 public university transportation researchers, one 
research project manager for an automaker, and one government official. Researchers were chosen 
based on their experience working with primary, actively collected human subjects or secondary 
data, collected either commercially or by other public entities or university researchers. Though 
some had extensive experience working with passively collected, secondary data, most were more 
familiar with the processes of collecting their own data with IRB oversight. These discussions also 
suggested the need to develop use cases to demonstrate the various data acquisition models that 
researchers are now engaged in. The discussion identified changes that researchers noted in their 
practice related to data acquisition and protection, and what they may need to know going forward. 
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Results 

Legal and Ethical Requirements for Data Acquisition  
This section describes the legal protection of privacy and the regulatory framework for human 
subjects research.  

The Legal Environment for Protection of Privacy  
Right to Privacy and Its Protections 
Privacy is “the claim of individuals, groups, or institutions to determine for themselves when, how, 
and to what extent information about them is communicated to others” [11]. In our current age of 
information and the flow of that information, the general public has a reasonable expectation that 
their daily activity generates many forms of information that are stored by others. However, some 
forms of that information are much more personal than others, such as PII.  

Though the majority of Americans believe it is important that their everyday activities remain 
private [12], the United States has not harmonized its privacy laws nationwide. Instead what exists 
is a patchwork “system of federal and state laws and regulations that can sometimes overlap, 
dovetail and contradict one another” [13]. This lack of legal jurisdictional clarity raises questions 
as to where privacy protections are found, and to whom they apply. And while the U.S. 
Constitution does not expressly protect the right to privacy, several U.S. Supreme Court cases have 
narrowly construed the Constitutional meaning of privacy to the right to be free from unwarranted 
governmental search and seizure [14], the use of contraception [15], the right to an abortion [16], 
and the right to the sexual conduct of persons of the same sex [17]. 

Federal and State Regulations 
Federal statutes have further expanded an individual’s right to privacy beyond the Supreme Court’s 
rulings, but they tend to be narrowly tailored to areas and practices of particular industries. Some 
examples of this type of federal privacy regulation include requirements pertaining to medical 
records [18], financial records [19], telemarketing activity [20], pornographic email solicitation 
[21], online collection of children’s data [22], and consumer credit information [23], to name a 
few. For federally regulated data privacy matters that do not fall under the industry-specific 
legislation, the Federal Trade Commission Act (FTC Act) is “used to prohibit unfair or deceptive 
practices involving the collection, use, processing, protection, and disclosure of personal 
information” [13]. Zmud et al. point out that “in general, FTC enforcement has been mostly 
procedural, focusing on companies’ notice and consent actions, such as ensuring that online 
companies have privacy policies, that the policies are not hidden in obscure places on company 
websites, etc.” [6]. Though the FTC Act prohibits unfair and deceptive data collection practices, it 
does not govern the use, collection, and sale of personal information by private companies [24]. 

Notably, at the state legislative level, California and Massachusetts have taken regulatory steps 
beyond most other states. California additionally regulates online privacy [25], requires disclosure 
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of information sharing practices [26], reasonable data security [27], and data breach notifications 
[28]. Massachusetts has implemented rigorous data security requirements that cover its residents 
whether they are in or out of the state [29]. 

Relevant European Law 
The European Union (EU) has taken significant steps in regulating data privacy with the 
implementation of the General Data Protection Regulation (GDPR) [30]. The GDPR replaces the 
1995 Data Protection Directive by strengthening individual control over collected data, 
harmonizing regulation across the EU, and issuing severe penalties for a company’s lack of 
compliance. The GDPR applies to all organizations that collect and process data on EU citizens, 
regardless of whether or not that organization is located in the EU [31]. This means that U.S. data 
collecting companies, especially online businesses that collect the personal information of EU 
subjects, must comply with the GDPR [32]. Thus, many Web-based businesses have brought their 
practices in all markets into GDPR compliance [33].  

The Secretary’s Advisory Committee on Human Research Protections of the U.S. Department of 
Health and Human Services (HHS) has raised concerns about the impact of the GDPR on human 
subjects research, specifically:  

(i) issues with the GDRP’s potential application to U.S.-based research and (ii) two problem 
areas resulting from EU officials’ interpretations of consent as a basis for data processing under 
the GDPR: (a) the ability to obtain, at the time personal data are collected, consent to future 
research uses and (b) the need for continued use of personal data to satisfy legal obligations 
following subjects’ withdrawal of consent for the processing of their data, such as those 
imposed by the U.S. Food and Drug Administration. [34]  

The advisory committee urges HHS to coordinate with U.S. officials and their EU counterparts to 
harmonize cross-border laws that would better facilitate multinational scientific research. 

Regulatory Framework for Human Subjects Research 
Purpose for Regulating Human Subjects Research 
Outrage about the scientific studies performed on human subjects by the Nazis during World War 
II led to international acceptance of the suggested regulatory framework of the Nuremberg Code 
and later of the Declaration of Helsinki [35]. The Nuremberg Code is a 10-point list stipulating 
that participation in research must be voluntary and identifying suggestions for carrying out ethical 
human subject experimentation [36]. Whereas the Nuremberg Code focused on the responsibility 
of the individual scientist, the Declaration of Helsinki provided a model of legally enforceable 
regulation and an independent committee, which led to the development of the IRB [35].  

Unethical research practices were not confined to Germany. In the United States, notable severe 
violations of ethical research principles include the intentional lack of treatment of syphilis patients 
for 40 years [37], radiation injection experiments [38], purposely infecting mentally disabled 
children with the hepatitis virus [39], a misleading oral contraceptive study on poor women that 
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led to many unintended pregnancies [35], and many poorly vetted studies that resulted in a 
subject’s death [35]. As a result of revelations about such unethical experiments, the U.S. Congress 
enacted the National Research Act of 1974 (The Act) [40]. The Act outlined the primary ethical 
principles to be used in reviewing human subjects research and led to the Belmont Report in 1979, 
which “concluded that the primary principles underlying ethical research with human beings are 
respect for persons, beneficence, and justice. The methods used to recognize these principles are 
informed consent, risk/benefit analysis, and appropriate selection of patients” [40]. 

Creation and Governance of Institutional Review Boards 
In 1991 the Federal Policy for the Protection of Human Subjects, known as The Common Rule, 
was published and codified by 15 federal departments and agencies governing federally connected 
human subjects research [41]. It was updated in July 2018 as the Final Rule. (Note: the research 
in this report was based on the pre-2018 rule updates and does not reflect potential changes that 
may address some of the concerns raised here.) The Common Rule introduced the concept of the 
IRB, a committee formed at research institutions tasked with ensuring that human subjects research 
protocols meet ethical standards. Each IRB may only approve research that satisfies the conditions 
under the Common Rule and must oversee the research it approves [42].  

Each IRB shall have at least five members, with varying backgrounds to promote complete 
and adequate review of research activities commonly conducted by the institution. The IRB 
shall be sufficiently qualified through the experience and expertise of its members 
(professional competence), and the diversity of its members, including race, gender, and 
cultural backgrounds and sensitivity to such issues as community attitudes, to promote respect 
for its advice and counsel in safeguarding the rights and welfare of human subjects. 

Though there are exemptions to IRB oversight, a researcher must submit a research protocol to an 
IRB so that the IRB may determine if an exemption applies [43]. For example, an IRB may exempt 
secondary research analysis of data collected under an original broad consent from the subjects if 
the data have been de-identified.  

Current State of Knowledge and Practice  
Respondents in the semi-structured conversations described their current research practices and 
the procedures and protocols developed to protect the privacy of study participants. They also 
discussed emerging and more complex data acquisition or sharing arrangements that they were 
engaged in or anticipated engaging in. Regarding this work, they shared questions and challenges 
emerging from the changing data acquisition models. 

Data and Use Methods 

Existing Data Types and Collection Methods 
The respondents reported using a wide range of data types. Many used video data that they 
collected themselves either by instrumenting participant vehicles with university-owned 
equipment, or by running the studies in-house in driving simulators. Many used GPS data to track 
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location and speed. Several also reported using crash data, health data, hospital data, biometric 
data, transportation system data (such as signal timing or infrastructure data), vehicle performance 
data, weather and mapping app data, and eye tracking data. 

Most respondents reported that they collected primary data themselves with the oversight of their 
IRB. Several reported using secondary data acquired from other universities or public entities or 
from private or commercial sources, and sharing data with other universities. One reported 
working exclusively with commercially collected data, and one reported exclusively working with 
aggregated data collected and analyzed by university researchers.  

Recent Technological Changes to Data and Uses  
Interview respondents have observed a variety of technological changes to data collection methods 
in recent years, as well as to the data itself. These changes have enriched research while at the 
same time introducing new technical and ethical challenges. Data sets have increased in size and 
comprehensiveness, as well as in quality and accuracy. The variety of data sets has also increased, 
such as improved onboard sensor technology that may enable richer data collection for naturalistic 
studies. One new development mentioned by respondents is a program that automatically replaces 
video imagery of faces with avatars. 

These improvements mean that more resources are needed to manage, analyze, and store the data. 
For example, data storage has become cheaper but file size has also increased, necessitating more 
storage capacity. In addition, some options may be more vulnerable to unauthorized access than 
earlier options, requiring more stringent protection methods. For instance, higher levels of video 
image quality provide more accurate data but may make PII, such as the facial identities of 
unconsented passengers or the license plate numbers of nearby vehicles, easier to discern. This 
increase in detail requires researchers to spend more resources to de-identify data.  

Policies and Procedures for Data and Privacy Protection 

Existing Policies and Practices for Working with Primary Data 
All researchers noted that policies and procedures for university human subjects research are set 
and guided by IRBs. That oversight can take the form of requiring and providing data management 
plans, data storage plans, and informed consent forms, among others. IRBs vet each proposed 
research project and work with researchers to tailor consent forms and data sharing agreements to 
each project, as well as interface with the federal regulations and ensure researcher compliance. 

Respondents vary their practices for technically protecting data depending on the data type and 
use. These practices include de-identifying data, encryption involving multiple passcodes, 
changing passcodes often, using secure servers, coding or “reducing” information from video 
footage to spreadsheet data for sharing purposes, destruction of original data after an agreed-upon 
time period, and using portable hard drives requiring thumbprint recognition for access. One very 
robust program has created a highly secure data enclave that researchers or sponsors may access 
in person only under very strict conditions.  
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In some cases it is possible to work with third parties like data warehouses that store, analyze, 
protect, and de-identify the data. In the health care industry, for example, these entities function 
under agreements (called business associates agreements) with the data owners to manage the data 
and have access to identifiers. These data warehouses have the capability to de-identify data so 
that it can be shared with researchers. By working with these institutions, researchers minimize 
the risk of themselves working with PII and build trust with the data owners.  

Another protection available to some researchers is a Certificate of Confidentiality from the 
National Institutes of Health (NIH). This is a legally binding document between the NIH, acting 
with Congressional authority, exempting the research institution from the subpoena power of a 
party to a lawsuit and releasing it from the legal duty to turn over data in a U.S. legal proceeding.  

Several researchers noted that human subjects research funding is often subject to the condition 
that it be made public or shared in some way. In the past, researchers reported that consent forms 
would indicate that data would be destroyed after three years. In recent years, however, the terms 
more commonly state that the data will be kept indefinitely and may be accessed by other 
researchers. Researchers whose work was so conditioned reported that they had to consider not 
only the protection of the data while it was in their custody and managed for their own use, but 
also how it would most safely be prepared and maintained for use by others in the future.  

Existing Policies and Practices for Working with Passively Collected, Secondary Data 
Interview respondents who have worked with passively collected, commercially sourced data 
reported that protecting PII was much less of a concern since the data should have already been 
de-identified, aggregated, and encrypted. In these cases, the complexity of the data set and the 
difficulty working with it are itself considered protection. Researchers are responsible for 
protecting the data while it is in their possession, and unless data sharing is allowed by the terms 
of the use license, they must also not share it with other researchers or put it into the open market 
in any form. These researchers have also been limited, in the licensing agreements, to use of the 
data for the specific research question being explored, meaning that researchers may not use data 
already in their possession to explore research questions not stated in the agreement. 

Researchers reported being legally responsible for protecting a business interest, such as a 
reputational interest or proprietary business information, rather than the PII of a subject. This might 
mean that researchers may not publish comparisons with other data sets or even conduct them, or 
publish results that are not favorable to the data sources. One researcher reported that in these 
arrangements, signing a non-disclosure agreement (NDA) is often required, as well as a data 
sharing license. In these cases, and in others where one entity’s data security is at the mercy of a 
researcher’s integrity and competence, even with legal agreements in place, researchers reported 
that trust is a very important factor in the relationship with the data owners. As one said, “Just 
because you sign the agreement doesn’t mean you will follow it. People want to feel that you will 
be a good steward of the data.” 
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Engagement with Legal Requirements  
Most human subjects researchers expressed awareness of the legal requirements that govern their 
work, but generally relied on their IRB to know the law and to act as internal regulators of their 
practice. Several respondents who have served on an IRB were more familiar with the legal 
background and reasons for human subjects policies. Nevertheless, all respondents understood that 
informed consent forms are binding and that they determine who owns the data, how a researcher 
can use the data, including sharing, for how long, what is done with the data at the end of the study 
period, and any known risks to participants as a result of participating in the study. They also know 
that if the data need to be used in some way that was not initially considered in the informed 
consent form, they may have to go back to the participant to request that use.  

Respondents were less clear on data ownership for passively collected and commercially sourced 
data. Some who work regularly with data aggregators indicated that the aggregators own or have 
permission to use the data by way of the terms and conditions agreement that end users agree to, 
and that they (the researchers) typically verify that the data were properly collected by reviewing 
those agreements. Others indicated that in the case of automated vehicle data, data ownership has 
not yet been defined and thus pathways to access, ethical responsibilities, and legal liabilities for 
using the data are also unclear.  

The few researchers interviewed who regularly use commercial data reported that there is no 
internal regulator, comparable to an IRB, to guide them through questions they may have about 
protecting PII or understanding their use rights in a license with a private entity. They may work 
with their IRB to determine whether the research is human subjects research, but if it is determined 
that it is not, then IRB involvement ends. These researchers rely on institutional knowledge passed 
on by senior project managers and mentors to learn what they can and cannot do under these 
contracts. Contracts are negotiated by senior researchers with the guidance of the institution’s 
lawyers, but the researchers doing the actual work may never see the contracts. Contract terms 
tend to be conveyed verbally between researchers and sometimes amended verbally between 
researcher and data seller or source. While no researcher could recall any dispute regarding data 
security or legal duty, several indicated that it was very important to have a solid understanding of 
their legal rights and duties under these contracts. At stake were both the protection of individual 
privacy interests and the business interest of the commercial or other entity.  

Emerging Challenges 
Uneven Levels of Familiarity with Ethical Rules 
Several respondents have observed an uneven level of understanding among researchers about data 
protection requirements and legal and ethical duties for human subjects research. One 
acknowledged that the field was still evolving and that, a decade from now, today’s best practices 
will seem insufficient. Nevertheless, several expressed concern over a lack of awareness about 
data protection among younger researchers and researchers who come from backgrounds that place 
less emphasis on privacy protection, notably engineering.  
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Several also reported differences between IRBs in their support of research projects. One 
respondent reported that the IRB did not require or offer data management plans for some projects, 
and that consequently students were using insecure data storage methods like Google Drive or 
portable hard drives that they carried between the research site and their homes. Another noted 
that the IRB at their institution seemed unaware of the risk of re-identification of private data when 
de-identified data sets are combined. One researcher recommended that IRB protocol be improved 
to include more information on data security, sharing, and collaboration.  

Risk of Re-identification 
A major concern raised by several researchers is the increased risk of the re-identification of 
private data when combined with other data sets. As more data sets are created and made available, 
the combination of two or more de-identified data sets can lead to re-identifying the private data 
in the individual sets. An example of this scenario given by several researchers was crash data. If 
de-identified data used in research could be paired with press reporting on crashes, it might be 
possible to link research findings to specific individuals who are named in public sources. 
Interview respondents were unsure of their legal liability in such a scenario.  

Interviewees were also concerned with their ethical duty to protect subject privacy. Several 
expressed the need for heightened ethical awareness among researchers when collecting, 
analyzing, and especially sharing or reporting on data. They called for a very rigorous thought 
process that would have researchers anticipate whether an event or pieces of information in the 
data would ever show up in other data sets or information streams that could enable identification 
of individual people. One cited a process in place at their institution called a Re-identification Risk 
Assessment that systematizes this thought process.  

Respondents also commented that the entry of technology companies into the private automotive 
space sometimes creates a pressure to move quickly without solid protocols and processes in place 
for protecting human data. However, one researcher noted that due to changes in European law, 
data aggregators are introducing stronger protection of PII. Another noted that the risk of re-
identification is being addressed by IRBs at the national level to determine what protocols and 
protections are appropriate to manage this risk.  

Data Breaches 
Large data breaches raise questions for one researcher about how IRBs will respond, specifically 
regarding data storage. While cloud storage is a suitable option for the scale of data that some 
researchers now collect, the concern is whether IRBs will approve cloud storage as being 
sufficiently secure. Cloud storage also presents additional, inter-territorial jurisdictional concerns 
regarding a nation’s subpoena power. Some respondents said that their cloud storage agreements 
dictate that research information only be held on U.S.-based servers in order not to cross legal 
boundaries and raise governance questions or create vulnerabilities to non-U.S. law.  
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Another respondent, who observed that their research institution had not yet evolved policies and 
practices for working with large, existing data sets, noted, “At the highest level, I often wonder if 
eventually big data leaks are going to happen. Are we just trying to fight the inevitable, or will a 
policy we use eliminate the risk?” 

Transparency and Replicability 
Working with secondary, interpreted, or summarized data poses challenges to scientific principles 
for the researchers with extensive experience with these data. The project manager who oversaw 
university research noted that because they do not have access to the original data, they are unable 
to “ground truth” or verify the data and must trust in the competence and integrity of the 
researchers to produce accurate interpretation and analyses. This respondent also noted an 
emerging variation on this issue about the use of data whose collection method is not disclosed: 
“If you read something and it is not clear exactly how the data was collected and by whom, or if 
the work was published without peer review, the result is always suspect.” This respondent foresaw 
more of this type of research as a result of using commercially collected data sets.  

Another researcher, who has recently begun working with commercially, passively collected data 
sets acquired from aggregators voiced similar concerns about the effect of working with data 
collected by another party whose exact methods are not disclosed or accessible: “Working with 
these data sets is throwing the scientific principles of transparency and replicability into question.” 

Use Cases: Five Sample Data Acquisition Arrangements 
From the semi-structured conversations, several use cases emerged that describe data acquisition 
arrangements that researchers are currently engaged in. These use cases trace the pathways, both 
of the data and the consent, from participant or consumer to researcher. These use cases range in 
complexity from the most direct relationship between participant and researcher, where the 
researcher is collecting the data, to the most complex relationship, where the researcher is 
acquiring data from another research entity, a private data aggregator, or a public agency. The 
terms of these relationships are expressed in legal agreements that define and describe data 
ownership, the granting of participant or consumer consent, the use rights of a researcher obtaining 
the data, the promise to protect the data, the future uses to which the data may be put, and the limits 
on liability of each party. These legal agreements are briefly described in Table 1 at the end of the 
section and are discussed in the context of the five different use cases. 

Use Case 1: Primary Collector 
In the primary collector use case, a researcher directly collects the primary data. The researcher 
first works with the IRB to determine whether the research is human subjects research. If the IRB 
determines it is, the researcher and IRB collaborate on drafting an informed consent form that the 
subject must sign before participating in the study. The researcher may then collect, use, and 
protect the data according to the terms of the agreement and following the guidelines and protocols 
developed by the IRB. 
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Figure 1. Flowchart. Consent and data pathways for primary collector use case. 

Use Case 2: Sharing Primary Collector 
In the sharing primary collector use case, researchers at public institutions share primary data. The 
first researcher collects data under an informed consent agreement. The second researcher acquires 
data, which may or may not be anonymized, from the first through a data sharing agreement. 
Because both research entities are public, if the shared data are not anonymized, the second 
researcher’s study will also be governed by an IRB. If the data are anonymized, the second 
researcher’s institution may require legal documentation confirming that a full IRB application is 
not required. It is also possible that the initial data were collected under a Certificate of 
Confidentiality, protecting the data from compelled disclosure in a U.S. legal proceeding. 

 

Figure 2. Flowchart. Consent and data pathways for sharing primary collector use case. 

Use Case 3: Public Agency Sublicensing 
In the public agency sublicensing use case, a private data collector acquires data from an end user 
of a mobile app or other device through a series of agreements embodied in a terms and conditions 
agreement. The private data collector then shares de-identified data with a government entity 
through a data licensing agreement which allows for sublicensing to associated public researchers 
through an additional data sublicensing agreement. The sublicensing researcher may be bound by 
the terms of the initial data licensing agreement. 

 

Figure 3. Flowchart. Consent and data pathways for public agency sublicensing use case. 
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Use Case 4: Sharing Data Aggregator 
In the sharing data aggregator use case, researchers acquire passively collected data from a private 
entity. First, a private data collector, such as a mobile app developer, acquires data from an end 
user under the terms of one or more digital agreements embodied in a terms and conditions 
agreement. The private data collector then sells or shares the data with a data aggregator through 
a data licensing agreement. The data may or may not be de-identified. The data aggregator may 
then combine data from multiple private and/or public data sources, depending on the researcher’s 
need. That aggregated data are de-identified. The data aggregator then sells or shares that data with 
the public researcher through a data licensing agreement. The aggregator may also require the 
researcher to sign an NDA that protects the company’s proprietary business information. 

 

Figure 4. Flowchart. Consent and data pathways for sharing data aggregator use case. 

Use Case 5: Data Warehouse Intermediary 
In the data warehouse use case, a health center collects data from patients and secures the legal 
collection and use of patient data through a medical consent form. The health center sends the data 
to a data warehouse using a business associates agreement. If the data contain information regarded 
as sensitive by the Health Insurance Portability and Accountability Act (HIPAA), the entirety of 
the collected data is stored at a data warehouse. The researcher then arranges for use of a data set, 
in this case a limited data set as defined under federal regulations, using a data use agreement with 
the health center and the data warehouse. The researcher must also obtain IRB approval and, if the 
data are not de-identified, obtain a waiver of the informed consent requirement. 

 

Figure 5. Flowchart. Consent and data pathways for data warehouse intermediary use case. 
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Table 1. Description of Relevant Legal Agreements  

Legal Agreements Description 

Informed Consent 
Form 

Agreement between primary data collector and human subject containing 
comprehensible information to be shared with a potential subject that allows 
voluntary participation [44]. This information describes the research procedure, 
purpose, risks, and anticipated benefits, and grants the subject the opportunity 
to ask questions and to withdraw from the research project at any time 
[45,46,47]. 

Business Associates 
Agreement 

Agreement between collectors of personal health information protected by 
the HIPAA Privacy Rule and other entities handling that information. The 
agreement stipulates how those other entities will interact with the data [47]. 

Certificate of 
Confidentiality 

Agreement between research universities and the NIH and other HHS agencies 
that help researchers protect the privacy of sensitive health-related research. 
Certificates protect against compulsory U.S. legal demands, such as court 
orders and subpoenas, for identifying information or identifying characteristics 
of a research participant [48]. 

Data Sharing 
Agreement 

Agreement between researchers at public agencies that clarifies what data are 
being shared and how it can be used. It protects the agency providing the data 
by ensuring that the data are not misused, and prevents miscommunication 
between the agencies. This agreement serves to encourage accountability and 
transparency, enabling researchers to validate one another's findings and 
discourages duplication of effort in data collection [49]. 

Data Licensing or 
Data Use 

Agreement 

Agreement between researcher and data owners (either nonprofit, 
government, or private) that stipulates how data will be used and what 
restrictions are placed on that use [50]. The agreement should clearly describe 
each party’s relationship, access, and obligations to the data [51]. 

Data Sublicensing 
Agreement 

Agreement between researchers and public agencies or sponsors that allows 
researchers to use data licensed to the public agency [52]. The original license 
determines the terms of the sub-licensing agreement, clarifies permitted uses 
and restrictions, and articulates limitations on liability [53]. 

Terms and 
Conditions 
Agreement 

Agreement between end user and data collector allowing passive collection of 
user data. End user permission may be granted from a set of licenses and 
notices that are either bundled into one agreement or closely situated on an 
app or company website. Together, these instruments inform the user of a 
company’s privacy policies, stipulate permitted and restricted uses of the 
company’s product (software, for example), and grant the company the right 
to use the user’s data, among other things [54]. These documents include 
privacy notices [55,56], terms of use or service agreements [57], and end user 
license agreements [58]. 

Non-Disclosure 
Agreement 

Agreement between researcher and private data owner or aggregator that 
secures the researcher’s promise to treat specific information as trade secrets 
and not disclose it to others without authorization [59]. 
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Discussion: Observations About Results 

New Legal Duties for Researchers 
Researcher rights and duties regarding newer data sets can be very different from those governed 
by human subjects research regulations and overseen by IRBs. It is important for researchers to be 
as well-informed about the legal and ethical requirements for the former as they are about the 
latter.  

One fundamental difference is that one of the researcher’s primary duties in traditional human 
subjects research, expressed in legally binding informed consent agreements, is to protect the 
privacy of the participant. In contrast, when using commercially acquired data sets, the researcher 
may also be responsible for the protection of the business interest of the private data source or 
seller. This duty requires protection protocols different from those required for primary, human 
subjects data collected by the researcher. These duties may be expressed in a use license or NDA, 
or they may be conveyed verbally by senior researchers, the data sellers, or the sources themselves.  

At the moment, researchers who do work with such data have evolved processes and guidelines 
on an ad hoc basis within their organizations. In one case, senior researchers negotiate the 
contracts, often in collaboration with institutional lawyers, but researchers themselves may never 
see the contract. They rely on senior researchers or mentors to pass on best practices and to provide 
and interpret the terms or the contracts verbally. Those terms may also be amended verbally 
throughout the course of the project.  

IRBs function to establish best practices and internal regulation for researchers who collect 
primary data. There is no analogous internal regulator to guide researchers working with passively 
collected, commercially sourced data. This leaves researchers without a systematic approach to 
data protection or a consistent working knowledge of their legal duties under these contracts.  

Third-party Intermediaries 
The rise of commercial data collectors, aggregators, and other owners brings with it a new set of 
interests to protect: corporate proprietary processes and information. With few exceptions, 
researchers have little official training or support in this area. The data warehouse intermediary 
use case may present a useful model for engaging a trusted third party who can provide systematic 
data management protocols and protections. In this arrangement, the data warehouse creates legal 
relationships with data owners for housing and managing data, and researchers then contract with 
the data warehouse for licensing the data.  

This model evolved from health and medicine but is being adopted for use in transportation. The 
University of Washington has launched the Transportation Data Collaborative to house sensitive 
data from both public and private transportation providers. The goal is facilitate public and private 
data sharing through a neutral, experienced third party who can protect, house, and manage data 
with policies and protocols that address data ownership, access, use, and related privacy and ethics 
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interests [60]. Similarly, the National Association of City Transportation Officials has launched 
Shared Streets, a non-profit digital commons designed to facilitate public-private data sharing 
while also standardizing those practices and maintaining individual and corporate privacy [61].  

These initiatives could bridge the knowledge and process gaps identified by researchers who find 
themselves facing new legal and ethical duties, as well as new data protection challenges, without 
regular institutional support. Through standardized protocols and practices, they may also lower 
the risk of data re-identification. Through contractual agreements, they could also reduce 
researcher liability for that risk. 

Changes to International Law Could Change Consenting Processes 
The recent changes in European law could have implications for how consent is granted in the 
passive data collection process. Currently in the commercial context, customers and users grant 
consent to use their data when they agree to a terms and conditions agreement. Some may read 
those terms, but many do not. Generally, users must agree to the terms and, in the United States, 
few, if any, opportunities are offered to negotiate those terms or control the use of their data.  

The EU’s newly enacted GDPR cedes significant control over an individual’s data to that 
individual, including how the data may be used and whether they should be destroyed or withdrawn 
from the corporate holdings. Because of the broad scope of the GDPR, many companies are 
bringing their practices into compliance with the regulation in all markets. More pointedly, in the 
United States, HHS is being encouraged by its advisory committee to consider harmonizing its 
human research regulations with their EU counterparts. In addition, state legislation in California 
and Massachusetts returns significant control over their data to end users and data subjects. 

These legal shifts could create new data collection and protection requirements for private sector 
entities, and could also provide closer alignment between current human subjects research 
protocols and passively collected data use and management. For example, processes could be 
established for obtaining and managing informed consent to future research uses of the data, or for 
mitigating the legal effect on a research institution of a subject’s withdrawal of consent. 

Conclusions and Recommendations 

Are Current Requirements Meaningful in this Transition? 
With the shift toward working with passively collected and commercially controlled data sets, 
researchers face the challenge of developing practices and protocols without the institutional 
support they enjoy from IRBs. IRBs are governed by laws designed to protect human subjects data 
and guided by protection methods that researchers can design and control. Where consent is 
granted as a part of passively and commercially collected data collection, the IRB processes 
governing consent likely will not apply, although researchers planning to use passively collected 
data must still apply to the IRB for review and approval of the project. If the project is deemed not 
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to be human subjects research, however, the IRB will not stay involved, and researchers are left to 
develop legal relationships and protection protocols on their own.  

Laws around data protection are also changing, both in the United States and elsewhere. New 
regulations in Europe and the United States guarantee a much greater degree of control over their 
data to consumers and end users than they previously enjoyed. These guarantees also require that 
data collectors change processes to accommodate that ceded control. These changes may affect 
researcher use of data gathered under these new regulations, and may also result in the revision of 
IRB policies if they are required to be harmonized with the new laws.  

What Are the Implications of the Results? 
Just as technology has enabled great technical improvements in the practices of transportation 
researchers, it has also presented new challenges and risks, including ethical and legal ones. When 
collecting primary data under IRB supervision, researchers are typically engaged in drafting the 
consent forms that expressly grant consent and use rights, so they tend to understand what 
participants have granted, and what the data may and may not be used for. They understand that 
they are bound by ethical and legal duties to protect the privacy of participants.  

New data sets arrive with the additional legal duty to protect the private business interests of the 
commercial data owner. However, most researchers are not trained in what those interests are, how 
to protect them technically, or how to clearly understand their own legal duties under those 
contracts. Managing and handling proprietary business data without institutional support or 
consistent protocols could leave researchers vulnerable to inadvertently breaching contract or 
damaging relationships.  

The increased risk of PII being re-identified may also create another legal question for researchers: 
might they be liable for pursuing research that could contribute to the risk of re-identification? 
When collecting data from subjects directly, a researcher has the opportunity to convey the risks 
of the study to the would-be subject in the informed consent form. This puts the subject on notice 
of the risk and allows them to assume that risk, thereby eliminating or at least reducing the 
researcher’s liability. When using passively collected data sets collected by someone else, 
researchers do not have access to the subjects and cannot directly communicate the risk. And 
although the researcher may be acting within the rights granted by the contract, it is also possible 
that if the risk of re-identification was foreseeable, the researcher could be liable if it can be shown 
that the risk could have been reasonably anticipated [62].  

Public agencies who are in possession of passively collected data that they share with researchers 
may also be liable for the risk of any re-identification flowing from the research for which the data 
were shared.  
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Suggestions for Further Research 
Investigate Possibilities for Increased Internal Guidance  
One area for further research would be the possibility of expanding the scope and oversight of the 
IRB so that it better supports researchers working with passively collected, commercially sourced 
data sets. Changes to the Common Rule that went into effect after the completion of this research 
may begin to address researcher use of data sets that may not have previously been considered 
human subjects research. New considerations of whether these data sets contain identifiable data 
could place some of this research back into the purview of the IRB, thus theoretically providing 
institutional support of protocol development and protection of data. Analysis of the implication 
of these changes would provide further clarity.  

Another possibility to explore would be the creation of a separate, internal regulating entity to 
support researchers in working with these data sets. This entity could be created through a 
collaboration between the IRB and the Office of General Council so that both scientists and 
attorneys could work together to develop new protocols that encompass protections of both 
individual privacy and corporate business interests. 

Clarify Researcher Liability for Re-identification Claims  
A second recommendation would be to analyze personal and institutional liability for data re-
identification claims. Because of the increasing ease with which PII can be re-identified when 
paired with a separate data set not handled by the researcher, it has become more important for 
researchers and institutions to understand that risk and develop protocols for assessing and 
mitigating it in their research practices. 

Understand Private Data Owner Interest in Sharing Data with Researchers 
A third recommendation would be to query the community of commercial data owners to 
understand their concerns and interests regarding sharing data for research purposes. Identifying 
areas of commonality, as well as gaps or conflicting interests, would offer insight into whether and 
how heartier partnerships could put rich data sets to mutually beneficial use.  

Profile and Analyze Emerging New Models for Data Repositories 
A final recommendation would be to investigate the efficacy or desirability of trusted data 
repositories to act as secure intermediaries in brokering public/private data sharing relationships 
for research purposes. Developing case studies based on existing arrangements and neutral 
repositories could help to determine the best way to evolve these relationships. 

Additional Products 
The Education and Workforce Development (EWD) and Technology Transfer (T2) products 
created as part of this project can be downloaded from the project page on the Safe-D website. The 
final project data set is located on the Safe-D Collection of the VTTI Dataverse, as described 
below.  

https://www.vtti.vt.edu/utc/safe-d/index.php/projects/legal-tools-for-and-barriers-to-accessing-data-sets-in-the-age-of-av-cv-technologies/
https://dataverse.vtti.vt.edu/dataverse/safed
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Education and Workforce Development Products 
The student(s) working on this project provided an impact statement describing what the project 
allowed them to learn/do/practice and how it benefited their education. In addition, a PowerPoint 
presentation was used in an educational setting to introduce students and researchers to the project, 
and may be used for future presentations. 

Technology Transfer Products 
The research team conducted a webinar that reviewed exploratory research to identify legal 
considerations affecting researchers’ access to and use of data from both commercial, passively 
collected sources and human subjects research. The aim was to provide guidance to transportation 
researchers on the legal and ethical requirements for data protection. This webinar is available on 
the project page of the Safe-D website. 

Data Products 
The data set for this project is available on the Safe-D Collection of the VTTI Dataverse. It consists 
of a summary of findings from guided discussions with researchers and the discussion guide. 

Using the discussion guide, the project team spoke with 12 public university transportation 
researchers, one research project manager who worked for an automaker, and one government 
official. Researchers were chosen based on their experience working with human subjects or 
commercially collected data. Though some had extensive experience working with existing data, 
most were more familiar with the processes of collecting primary data with IRB oversight. These 
discussions also suggested the need to develop use cases to demonstrate the various data 
acquisition models that researchers are now engaged in. The discussion identified the changes that 
researchers have noted in their practice related to data acquisition and protection, and what they 
may need to know going forward. 

Some of the topics covered in the interview guide included: 

• Types of transportation data used and collection methods, with a focus on human 
subjects data; 

• Policies and procedures for data and privacy protection; 
• Engagement with legal requirements for data collection and use; 
• Current and emerging challenges in using transportation data, however owned, 

collected, or acquired. 
 

https://dataverse.vtti.vt.edu/dataset.xhtml?persistentId=doi:10.15787/VTT1/SIFR8G
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Appendix A 

Researcher Interviews: Findings 
The purpose for the semi-structured discussions was to identify the current state of knowledge and 
practice around data protection, as well as emerging questions from the actual or anticipated 
experience of working with existing, passively collected data sets. Using an interview guide, the 
project team spoke with 12 public university transportation researchers, one research project 
manager who worked for an automaker, and one government official. Researchers were chosen 
based on their experience working with human subjects or commercially collected data. Though 
some had extensive experience working with existing data, most were more familiar with the 
processes of collecting primary data with Institutional Review Board oversight. These discussions 
also suggested the need to develop use cases to demonstrate the various data acquisition models 
that researchers are now engaged in. The discussion identified the changes that researchers have 
noted in their practice related to data acquisition and protection, and what they may need to know 
going forward. 

Some of the topics covered in the interview guide included: 

• Types of transportation data used and collection methods, with a focus on human subjects 
data; 

• Policies and procedures for data and privacy protection; 
• Engagement with legal requirements for data collection and use; 
• Current and emerging challenges in using transportation data, however owned, collected, or 

acquired. 

Researcher Interview Responses 
The researchers interviewed 10 university researchers, one non-U.S.-government researcher, and 
one private sector research project manager. The interview questions (bolded) and answers from 
each of the participants are provided below. 

Types of Transportation Data Used and the Collection Methods, with a Focus on Human 
Subjects Data 

Primary Transportation Data Collected, Developed, and Maintained by Researchers 

• Researcher #1: They collect transportation data, such as GPS data that tracks speed 
and location of participants, video recording data, driver behavior data, and eye-
tracking data. Although their organization collects and shares data, they do not 
typically access human subjects data from either research organizations or 
commercial/private data sets. 

• Researcher #2: They collect human-centered and vehicle data; performance data, 
which includes driver input; usability data, which is survey data for participants 
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asking about their experience; workload data, which includes physiological state 
changes like eye tracking performance measures, sweat response, and heartrate data; 
weather data. Approximately 90-95 percent of data used is generated internally. 

• Researcher #3: They primarily collect data. Anytime they do a “secondary data 
analysis”, where they use data supplied by an aggregator, it is assumed that the 
sharing of data was approved in the terms of use. They collect vehicle-generated data, 
event data recorder (EDR) data, naturalistic data, and video data. Most trials are 
minimal risk. They occasionally use human subjects data collected or owned by other 
organizations. 

• Researcher #4: They collect, develop, and maintain transportation data. Additionally, 
they have bidirectional data sharing arrangements with third party commercial 
providers. They collect video data, vehicle-generated data, signal timing data, GPS, 
bluetooth, and infrastructure data. 

• Researcher #5: They collect some human subjects data and use large, existing data 
sets that are pretty anonymized. They keep the data mostly to themselves, but have 
shared numbers in excel files with government entities. They collect video data, 
driver behavior data, eye-tracking data, vehicle simulator data, biological data and 
hospital records.  

• Researcher #6: They have partnered with hospitals or a state DOT to get data, 
including hospital data. There is always a data use agreement that governs what can 
and cannot be shared.  

• Researcher #7: They perform operational tests that collect video data and vehicle 
data. 

• Researcher #8: They generally collect “driving performance data” using their own, in-
house developed data acquisition systems. They instrument vehicles, including video 
cameras, collecting continuous data, multiple camera views. They collect a lot of PII, 
such as continuous videos of driver faces and driver hands. The video data can also 
capture behavior of other drivers, and potentially pedestrians. They also collect GPS 
and location data, as well as some vehicle network data.  

• Researcher #9: Naturalistic Driving data, along with video data, and driver behavior 
data were all collected. They also have licensed data from other universities and 
commercial entities if the data was collected with IRB approval. In these cases, they 
still use a data use agreement.  

• Researcher #10: They collect naturalistic data, including audio and video recording in 
participants’ vehicles. They also use aggregated data from public data sets. They 
access data from private data sets and perform secondary data analysis on the data.  

• Researcher #11: They collect data from private sources, including companies, 
aggregators, and data providers. They have also collected data from publicly owned 
data owners. A lot of the data is aggregate GPS data. They have also collected toll tag 
data. 

• Researcher #12: They acquire data through an aggregator. The aggregator uses 
location-based services data—data that is collected from apps such as weather and 
mapping apps. The data includes trip data from the app users. 
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Recent Changes in Data Collection and Use Methods 

• Researcher #1: The use of Bluetooth is now common for traffic volume and speed 
measurement. Bluetooth readers are all over Houston pinging cars anonymously. 
Video data is an increasing source of data with its own issues and risks. 

• Researcher #2: They now use multidisciplinary teams that look at new variables and 
give new information. Vehicles dynamists and psychologist have become additions to 
teams as data sets grow. Figuring out how to control the expanding data sets is a real 
challenge. Additionally, many of the engineers have never been exposed to protecting 
human-based data before. Now, they need a data protection and data monitoring plan. 

• Researcher #3: The quantity of data available is greater now. 
• Researcher #4: With the emergence of AV/CV technologies, a huge part of the job is 

just cleaning data. This surprises many people. 
• Researcher #5: A big difference with AV/CV data is that the use is widely distributed. 
• Researcher #7: The overall data sets have increased in size and comprehensiveness. 

Now, their studies can include personal information via questionnaires and cognitive 
function testing, vehicle and car performance data, as well as video data.  

• Researcher #8: Sensor technology improvements have made it possible to collect data 
on-board vehicles. Data storage has become much cheaper. Technology will continue 
to improve, but privacy concerns will stay. Cloud storage is a great option, but it 
needs protections. With AV/CV data, there are many more questions. Who owns that 
data? Is it accessible? Can it be subpoenaed? Who is responsible in a crash? 

• Researcher #9: They used new technology in a long study to obtain naturalistic 
driving data. They are also able to obtain data collected from app developers. 

• Researcher #10: With new technologies such as AV/CV, there is sometimes a rush 
where private companies will move too fast and loose, without solid processes. 

• Researcher #11: Due to changes in European laws, the data aggregator has changed 
the way they provide data, such as requiring a threshold of people to give data on a 
given link to reduce the risk of personally identifying information being exposed. 
 

Need for Additional Transportation Data 

• Researcher #1: There is a need for physiological data including heart rate, skin 
response, blood sugars levels. Some research is done on blood-alcohol content and 
drug effects but this is in controlled environments. Also, passenger data and cellphone 
use data in naturalistic studies would be useful. 

• Researcher #2: There is a need for recognition data that can detect stress levels more 
easily.  

• Researcher #4: The problem is with the quantity of data, specifically with more 
expensive equipment. It is challenging to get enough people to participate in a study. 

• Researcher #7: It would be good to have more psycho/social information on 
participants, but it is often not collected.  

• Researcher #8: Data on how many vehicle miles are traveled. They do not know of 
any system that collect both primary driver and mileage. VMT could be important to 
understanding crash rates. 
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• Researcher #11: There is hope that AV/CV technology is going to start pouring data 
into government data bases in the next five or ten years. Connected infrastructure 
would help the public sector collect much more data. Drowsy driving monitoring 
would be useful within the next few years. More data from dockless bike sharing 
companies would be valuable. 

 

Policies and Procedures for Data and Privacy Protection 

General Policies for Data Protection 

• Researcher #1: They use subject numbers instead of names, then destroy the link 
between the subject names and numbers. For demographic information, they work to 
obscure the exact home/work locations through the use of geocoding.  

• Researcher #2: They only recently developed a system, which follows this general 
pattern: everyone does IRB training at the start of a project, because it is likely that 
everyone will come in to contact with the data in some way. The principal 
investigator handles the data analysis and publishing and reminds team members to 
be careful with the data. There is not a formal plan other than this. 

• Researcher #3: As a primarily Human Subjects operation, there is a full-time staff 
who looks at privacy protection, consent forms, etc. Consent forms outline 
specifically what is being recorded. Before using recordings for public use, the 
participant is contacted and signs another waiver indicating their approval of the use. 
For data storage, it is encrypted with multiple passcodes, offloaded onto a secure 
server (this is typical in the industry). We want the same security for our participants 
that hospitals use (HIPAA level protection). We talk to our IRB about any legal 
issues.  

• Researcher #4: They submit an IRB application that includes the protocol, effort, 
compensation, and the specifics of how data will be handled, stored, protected, and 
used. For naturalistic data, the endpoints of a trip are removed. 

• Researcher #5: The people handling data must be well trained and understand that 
participants are giving their time. Because they are here to help, it is important to treat 
participants professionally and take their informed consent seriously. They also do 
not associate names with data. Data storage is important—it is kept under a double 
lock and key system. We are extra cautious with our data because it becomes pretty 
easy to start piecing data together to develop PII. 

• Researcher #6: For data collection of farm workers, there were several partners, and 
so there were many steps. They partnered with a data warehouse company with 
HIPAA experience. They developed a Business Associates Agreement between the 
data warehouse and the health center. Then, individual patient visits linked and data 
was scrubbed of PII. A limited data set was created containing some geographic 
information (not completely de-identified). IRB approval was obtained for the 
consortium and other researchers needed to agree to the data use agreements. It is a 
team process to design a study plan. The IRB process forces researchers to document 
and think through what they are doing or proposing. 
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• Researcher #7: All partners are required to do IRB training. They meet several times 
to work collaboratively on experimental design of the project. The PI is responsible to 
take care of the human subjects.  

• Researcher #8: They implement the federally-required IRB protections. After IRB 
approval, they have used certificates of confidentiality, given by the NIH to protect 
data from being subpoenaed. The data that are collected on board their vehicles is 
encrypted, so even if it was stolen, it could not be unencrypted unless it was back in 
their lab. There, IRB training is required to access the data, and other protections are 
put on to avoid the data being shared outside of the “data enclave”. Any crash data, 
where crash details could be found on the internet, would be harder to access. GPS 
data was considered PII and protected as such, as location, time, and date can be 
identifying.  

• Researcher #9: Due to the scale of the project, they began planning on the IRB side 
very early, knowing that it would take a while. They wanted to obtain certificates of 
confidentiality for the participants as they knew this would be important to the IRBs 
when dealing with crash data. At that time, they drafted consent agreements and 
recruitment plans. They needed a video and other material that could adequately 
describe what the participants’ role would be. Additionally, they needed parental 
permission forms for minors. They also needed secondary driver consent forms and a 
way to identify and eliminate data when it was from a secondary driver that did not 
consent. Over the course of the study, they added 17 amendments to the consent 
forms due to adverse events. They ran a pilot IRB test before submitting the full IRB 
request. Recently, they hired a data security and HIPAA expert to help with data 
security and privacy protection. They note that as far as IRB protocol goes, many 
people are behind. Medical researchers do well, in large part because of HIPAA, but 
in other fields there are many people who are clueless and who have never thought 
about data rights or data security plans. They recommend changing IRB protocol to 
be more specific and include more info on data security, sharing, and collaboration 
while trying to educate people on protocol.  

• Researcher #10: They have a full-time staff who look at protection of privacy. They 
use informed consent forms assessed by the IRB and have internal protections as 
well. They do not release PII data. Typically, they do not need IRB approval for 
secondary data analysis. Instead, they operate under the assumption that subjects were 
properly notified when the data was collected. They typically verify that the data was 
collected properly. When dealing with private data sets, they look over the Terms of 
Use for any collected video data. If they want to use the data publicly, like at a 
conference, they will contact the participant again and get another waiver to ensure 
their comfort with the new use. To protect data, they encrypt it with multiple 
passcodes and offload in onto a secure server.  

• Researcher #12: They receive de-identified data in a comma delimited file (CSV). 
They store the data on company hard drives that are protected by the institution’s IT 
protocols. Sometimes the data is stored on cloud storage services. 
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Engagement with Legal Requirements for Data Collection and Use 
Ownership of Data 

• Researcher #7: In their collaboration with a university, the university partners owned 
all data. They received models based on the data, but did not own or have access to 
the data files. 

• Researcher #11: The private data collector/aggregator owns the data.  
• Researcher #12: They have a use agreement with the aggregator. The aggregator 

retains full rights.  
Agreements and Contracts 

• Researcher #1: They use informed consent forms. Contractors sometimes require 
proof of IRB approval and some have their own IRB process. One contractor required 
that the raw data collected be shared with them. 

• Researcher #2: They use informed consent forms. They are not familiar with state or 
federal regulations governing these agreements. They are careful when going to the 
IRB to know what the sponsor’s requirements are for their contracts. In any contract, 
they push for the ability to publish articles and data. 

• Researcher #3: They use informed consent forms assessed during the IRB process. 
These forms outline the protection of data. They view their informed consent forms to 
be more of institutional issues and ethical considerations than state or federal issues. 

• Researcher #4: They use informed consent forms. While they do not typically grant 
their organization the permission to distribute or license the collected data to other 
organizations, their agreements can be made to allow it. They have not done this but 
recognize that some companies do. Project sponsors will often review the agreements, 
but they tend to leave it to the IRB to approve without adding additional scrutiny to 
the process. They have not experienced conflict with sponsor contracts, informed 
agreements, and state and federal regulations, citing their template with many terms 
that must be on all forms. 

• Researcher #5: They always use informed consent forms. These forms do not allow 
the organization permission to license and distribute the data to other parties. They 
acknowledge that there are differences in privacy protection requirements between 
the ethics boards of different countries. However, they have not experienced conflicts 
between the different requirements. Despite keeping the data mostly to themselves, 
they have licensed the data to other institutions in the past. 

• Researcher #6: When they have collected data for state DOTs, the DOT owns the data 
and requires the collecting organization to obtain permission to use the data in certain 
ways. With existing data, the IRB will ask who owns the data and what the risk level 
is with a new use. 

• Researcher #7: Participants sign consent forms, some of which authorize the use of 
the data for other purposes. They rely on the project PI to take care of human subjects 
and IRB.  

• Researcher #8: They use informed consents. In these, the participants have to agree to 
who can use the data and what it is for. Sometimes they get more information with 
OEM approval, although the interviewee did not have much experience with those 
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agreements. In those cases, the data they collect is considered proprietary data from 
the car company. 

• Researcher #9: They used informed consent forms and amended them over the course 
of the study as adverse event occurred. They also used certificates of confidentiality 
to avoid subpoena. They used parental permission forms to collect data on teenage 
drivers, and they used secondary driver consent forms to gain consent from secondary 
drivers. 

• Researcher #10: They do use informed consent forms as per the IRB requirements. 
The consent forms outline specifically what is being recorded. The consent form will 
tell participants that their data will be handed over to the sponsor when applicable. 
For some of their secondary data analyses, they will refer to the terms of use, which 
lays out to the users the future of data use. 

• Researcher #11: The users of the app accept the terms of use, often without looking at 
it. This gives the aggregator ownership of their data. The aggregator sells data to 3rd 
parties and has its own set of terms and agreements. There is a data licensing 
agreement that spells out the terms of how the data can be used, who owns the data, 
who owns derivative data, etc.  

• Researcher #12: The consumer downloads the app and accepts the terms of use. There 
are agreements between the app developers and the data aggregator. The aggregator 
use very specific contracts. The terms of use are communicated implicitly. They have 
a team for negotiating and completing such contracts. 

 

Legal Barriers in Human Subjects Research 

• Researcher #1: Getting IRB agreement among different IRB organizations can be 
challenging. Things such as access to cell phone records and traffic violations records 
is often limited. Medical records are hard to acquire due to HIPAA restrictions. 
International data and studies can raise legal and ethical issues as there are different 
standards and requirements in other countries. SHRP2 exposed researchers to a lot of 
questions about data access and privacy. In a study involving teenage drivers, there 
was a requirement to share information about related to certain crimes with the 
subjects’ parents. They found that a “certificate of confidentiality” could be used to 
avoid being subpoenaed. When considering internationally-collected data, there is a 
question as to what extent US researchers can access and use that data. International 
laws concerning data use and protection vary. 

• Researcher #2: They use certificates of confidentiality to protect young people from 
being subpoenaed. They have mandated that data should only be shared on a hard 
drive, while recognizing that even this precaution may not make the data that secure 
still. They have taken actions such as sending the hard drive with the protected data 
through the mail. They do not license the data they collect to organizations, but 
instead make de-identified data public. 

• Researcher #3: The legal barriers for human subjects data use have been around for 
decades without changing much. IRBs are part of a federal program with a 
bureaucratic system in place. There is a privacy issue when armed forces access and 
use the data. The data aggregator had a huge PR problem over this and has changed 
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some of its settings in reaction to this, almost simultaneous to the new GDPR 
regulations.  

• Researcher #4: One big legal barrier for dealing with human subjects data has been a 
discoverability issue. For example, If commercial fleets are monitored and then they 
can see that they have a distracted driver, are they now ratifying such behavior by not 
addressing it? Could the data be used to prove they did not do enough? Participants 
absolutely do not want the data to be used against them. Another issues is of 
accessibility. When PII is reviewed, it must be done under high security in a “Data 
enclave.” This is a highly controlled environment where the researchers must 
physically be present. Another barrier is that when a private company collects useful 
data, particularly when their goal is not primarily to sell it, it is difficult to figure out a 
procedure that does allow data-sharing. They have to check their data agreements to 
see what they can do and if they are allowed to share it. 

• Researcher #5: A legal barrier facing researchers is the issue of incidental findings, 
specifically regarding the duty of researchers to report incidental findings. It has been 
more challenging in the US to collect audio recording data in addition to video 
recording. Also, the process is different for working with minors. Legal barriers for 
human subjects data use may not have changed much in recent years, but there is not 
heightened awareness over it. GDPR in the EU is one example of change. Participants 
are becoming more aware of the value of data and how easy it is to share it, so they 
are sometimes more cautious. 

• Researcher #7: It used to be easier to collect both video and audio data from inside 
the cabin. Now, audio data is more difficult to collect because of the issue of 
passengers who have not given consent. There is so much data and so many data 
sources, it is important to figure out how, and by who, a data set can be used. Are 
researchers able to go back to participants? Would that be added to the consent form? 
These are difficult questions that need more discussion. 

• Researcher #8: The rules for data access are changing. There is a push toward not 
needing IRB approval for data that already exists. 

• Researcher #9: International collaborations are difficult with naturalistic driving 
studies. For example, the Certificates of Confidentiality given to participants are 
governed only by US law. They do not cover data collection efforts occurring outside 
of the US and will not be upheld outside of US jurisdiction. IRB is adding data 
security plans to the required data management plans.  

• Researcher #10: They installed camera units in the vehicles of 16 year olds. As an 
organization, they were among the first to develop IRB-procedures, or trigger-points 
for when to involve parents and the police over illegal behavior on the recordings. 
Even after signing the acknowledgement forms and understanding how the 
procedures works, participants would still engage in illegal activities. They note that 
there are very few legal scholars in this area. Typically, all regulations governing 
agreements are institutional, resulting in ethical issues rather than legal issues. 

• Researcher #11: Researchers need to know what to ask for when reading licensing 
agreements.  

• Researcher #12: When purchasing data from any collector or aggregator, they 
maintain significant control and ownership of data. There may be significant 
restriction on what researchers can do with the data. In some cases, they may not 
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want researchers to compare the data to other data sets. In other cases, if the results of 
their data do not show positive results, they may not want researchers to show that. It 
is necessary for researchers to understand what they are buying and what limitations 
they will have. They had to get IRB clearance to study a billion persons due to the 
size of the aggregated data set, although this was a fairly lenient process due to the 
nature of the data being collected and the fact that they were not working directly 
with the participants. 

 

Current and Emerging Challenges in Using Transportation Data, However Owned, 
Collected, or Acquired  

Common Challenges in Human Subjects’ Transportation Data 

• Researcher #1: They recognize that data is messy. It needs to be cleaned before it can 
be used. There are growing privacy concerns with GPS data and the location 
information it can give. The IRB does not always understand the privacy concerns 
with new data. 

• Researcher #2: For data collection, it is a challenge to keep the data clean and know 
what is in the data. For privacy and data security, finding an approach to keeping the 
raw data set secure can be challenging, especially when multiple stakeholders need to 
access the data. 

• Researcher #3: They have not had any issue with data access. They have found a 
bigger hurdle to be interpreting heavily encrypted data from non-traditional car and 
computer companies. They have had to back off minute-level detail because of 
privacy concerns. 

• Researcher #4: They are often asked to make data available for many purposes but 
those purposes often fall outside the scope of the informed agreements. They have to 
scrub the data of PII to do this, which can limit its value for customers. Some people 
can also be overwhelmed by the size of the data sets provided. 

• Researcher #5: The question of a “duty to report” adverse behavior is a challenge; 
partnering with other organizations [and sharing data] can be complex. 

• Researcher #6: Partnerships and building trust is difficult. Even with tech to process 
data, a lot of times it comes down to having good relationships with the companies 
housing the data—they even sometimes give discounts. It can be a tricky task to 
remove data identifiers sufficiently while maintaining a useful data set.  

• Researcher #7: Cost is an important challenge. It is expensive to create or buy data. 
Quality is another. It is hard to know what the ground truth of data is. It is hard to 
verify that the data is accurate, especially if you did not collect it yourself. Data sets 
are so large, that a lot of times you have to hope that they give you what you need. It 
is very difficult to anonymize video data. This job is the responsibility of the data 
collectors. The ability to transfer data via the cloud is huge, but it does not always 
work with large data sets. 

• Researcher #8: The biggest challenge they commonly face is getting the resources 
necessary to answer questions. Not many funders are interested in some of the 
answers they think they can provide with their data set. 
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• Researcher #9: It was a balancing act to ensure that data could be shared. They 
needed to use strong language while being vague enough to allow for flexibility of 
data use, especially as technology changes. 

• Researcher #10: They worry that some smaller consulting companies without proper 
protocols in place will wrongly share data. To combat this, they went overboard in 
designing procedures. IRB has all of the relevant information on their website and are 
pretty standard for all research institutes. 

• Researcher #11: In general, the trade-off between specificity of data and privacy 
protection is challenging. Even with aggregate trip data, the movements may be so 
precise so as to reveal too much context.  

• Researcher #12: Although the data was de-identified, with the right tools, there is a 
possibility that it could be re-identified. 

 

Technological Barriers in Human Subjects’ Transportation Data 

• Researcher #1: File size, data handling and data storage are issues that researchers 
have faced in the past. In recent years, as data acquisition gets easier, data gets bigger. 
Where do you store it? Some agencies have had to make very big storage facilities.  

• Researcher #2: There are not technological tools that have created a greater access to 
data. Many times teams do not have protocols or policies in place either. Google 
Drive and One Drive are only password protected, so they are not a good place to 
maintain data or PII (although researchers and students will still sometimes use this). 
One project used Subject Book, where you input raw data and give access level to 
users. It allows anyone to see the aggregate data but limits the PII data to those with 
access. 

• Researcher #3: Some agencies participate in “Goaltending”, which makes accessing 
data financially prohibitive. So in addition to the technological encryption, there is a 
financial barrier to accessing data. 

• Researcher #4: It has been hard dealing with video data when there are unconsented 
passengers in a vehicle. They have to be scrubbed out. Is it even okay to collect this 
data in the first place? Can it be collected and then thrown away? With video 
recording data, there are even issues with vehicles on the outside of the subject car if 
license plates are visible on the recordings. To really remove PII you have to go 
through great lengths. The technological barriers have absolutely changed in the 
recent years. Video data quality has gone way up, which has made data collection 
easier and more affordable. This has led to much bigger data sets. One tool that has 
made it easier to use data without threat of compromising subject anonymity is the 
automated process where faces are replaced with avatars, anonymizing the participant 
faces. When using GPS data, it is possible now to convert from absolute to off-set 
GPS. This removes the real-world, identifying background. 

• Researcher #5: In many ways technological barriers in the collection of human 
subjects’ data have gotten a lot easier. Both the ease of data collection and its 
accuracy have improved. For example, eye-tracking, vehicle outfitting, and body 
temperature testing are all easier. Recently, avatars used to mask people’s faces have 
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improved anonymity for video recording data. There is still more to do on this front—
clothing, tattoos, etc. can be PII as well. 

• Researcher #6: Improvements in technology have helped researchers develop better 
data safety protocols. This can also help researchers safely access data in more 
locations. 

• Researcher #8: Vehicle sensor data was not as reliable in the past as it is today. It 
continues to get more efficient. Storage was more costly in the past as well. 

• Researcher #9: Collecting data from web apps can be problematic. They require that 
the privacy agreement is included in the terms of service for the app, and cannot use 
the material otherwise. IRBs are becoming savvier about apps that are used to collect 
data. 

• Researcher #10: One of the bigger challenges is when non-traditional car and 
computer companies are doing driving research and their data is so encrypted no one 
else can access or interpret it. This can also mean that when partnering with such a 
company, they only let you access the data that they want, or the data that paints them 
in a positive light.  

 

Additional Comments: 

• Researcher #1: In engineering fields, the level of ignorance about the IRB and risk 
management can be astounding. 

• Researcher #2: It takes a lot of effort to separate data from the person, but it is 
necessary. With increasing team size, there is risk that data will get out eventually. 
Engineers are not always sensitive to privacy, so data may not be safeguarded well. 
They often want to know more information on demographics which leads to more 
identifying information. They also will give their data to graduate students who do 
not thoroughly understand privacy protection. The lack of a data management plan or 
sloppy handling of data can lead to it getting out. Can policies eliminate the risk or 
are big data leaks inevitable? 

• Researcher #3: Working with private companies can be difficult. Often, they will not 
share data with public entities. Newer car companies sometimes do not cooperate 
with more traditional car companies, breaking traditions and controlling whatever 
information they can. 

• Researcher #5: They are amazed at people’s lack of concern over data privacy with 
the emergence of CV/AV technology. 

• Researcher #6: Private companies are able to do interesting things without following 
IRB guidelines. They can essentially do human subjects research without oversight or 
monitoring. Although data protection is extremely important, data is never really fully 
protected. Someone who knows what they are doing could find a way to get the data. 
It is important to think about what they could do with the data once they get it. The 
researcher should be honest with themselves and with the IRB about what could 
happen with a data breach. In working with engineers, they found that many just did 
not know they had to go through the IRB.  

• Researcher #7: There are times when a researcher can read something and not know 
how the data was collected. This should raise suspicion. There are so many more data 
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sources and so much more data that it will likely only get less clear. There are many 
important issues in data use to consider, such as how long a database can be and by 
whom, as well as what future uses are permissible and whether the participants can be 
contacted again at a later date. 

• Researcher #9: A lot of people in university departments are behind as far as data 
protection requirements go. Medical researchers do fairly well because of HIPAA, 
but other researchers may not think about data rights or about who has the right to 
share data.  

• Researcher #11: Although much more AV/CV data is being collected, much of this 
data will be collected through the private sector and sold for profit. For example, they 
will be able to record engine diagnostics—some companies what this information. 
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Appendix B 

Researcher Interviews: Interview Guides 
Questions on Data Collection, Usage, and Ownership 

1. Does your organization directly collect, develop, or maintain any transportation-related 
data?  

2. Which of these types of data does your organization use or collect? 
a. Crash records 
b. Vehicle-generated data 
c. Video data from inside or outside a vehicle 
d. Infrastructure data  
e. GPS/Bluetooth/wireless device data 
f. Driver behavior data measuring driver input to steering, brake, or throttle 
g. Hospital records 
h. Insurance records 
i. Other? Please list any other sources of data collected related to transportation? 

__________ 
3. Does your organization collect or has it collected human subjects data? 

a. If yes, what is the nature of the data?  
i. Probe on type: biometric? Geographic? Personal Preference? Other? 

ii. Probe on how the data is collected (digitally? electronically? 
Photographically? Sonically?) 

b. If no, why not? 
4. Does your organization use human subjects data sets that are existing and/or owned by 

other organizations? 
a. If yes, who or what are typical owners of existing human subjects data sets? 
b. If yes, what kind of data sets do they own (data type, collection method, etc.) 

5. Do you have a need for transportation-related data that are not currently being collected?  
a. If yes, what types and for what purpose? 

6. Do research organizations typically require a use license agreement to use their data?  
a. If yes, do they charge for the license?  

i. If yes, how much might they charge for the license?  

 

Questions on Policies and Procedures for Data and Privacy Protection 

7. In relation to human subjects data, what policies and procedures are in place to protect 
subjects privacy?  
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Questions on Engagement with Legal Requirements for Data Collection and Use 

8. Have your organization’s data collection or use procedures changed with the emergence 
of automated and connected vehicle technologies? 

9. Who or what are typical owners of commercial data sets of private data? 
10. What kind of data sets do they own? 
11. By what technical means have some of these owners collected data from private 

individuals? 
12. What ownership interests have those data set owners typically asserted over the data they 

collect from private individuals? 
13. What legally binding instrument grants that ownership right to those corporate or natural 

persons that claim ownership? 
a. Can you share examples of end user license agreements or other legal instruments 

granting these ownership interests? 
14. Does the organization use informed consent agreements? 

a. If yes, can you provide a template or copy of the language? 
b. Do these agreements typically grant your organization the right to distribute or 

license the data to other parties? 
15. Are there state or federal regulations that govern your organization’s agreements with the 

individual participating in the research?  
16. How do sponsor contracts influence those agreements?  
17. Are these documents, regulations and practices ever in conflict with one another?  
18. In collecting new or accessing existing human subjects data for research purposes, what 

legal barriers have restricted or blocked access in the past? 
19. Have those legal barriers changed in recent years? 

a. [Probe] Are there new legal terms that can be included in informed consent 
agreements that allow greater access to data while still protecting the privacy of 
the human subjects?  

b. [Probe] Are there new legal terms that can be included in use license agreements 
that allow greater access to data while still protecting the privacy of the human 
subjects?  

20. Are there strategies, techniques or tools that have been used to overcome these barriers in 
the past? 

21. Does your organization license the data it collects to other organizations or institutions? 
a. If yes, does it require parties to enter into a use license agreement? 

i. If yes, how much does it charge for the license? 
22. What privacy rights have individuals either retained or waived regarding their data? 
23. Do private entities require other entities to enter into use license agreements in order to 

use their data?  
a. Can you share examples of a use license agreement or other legal instruments 

granting these use rights? 
24. Are there newly available data or new collection methods that necessitate new terms to 

define those ownership interests? 
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25. Are there newly available data or new collection methods that necessitate new terms to 
define those use rights? 
 

Questions on Current and Emerging Challenges in Using Transportation Data 

26. What challenges are most frequently reported/communicated by your staff who use 
transportation data?  

27. In the collection of new human subjects data for research purposes, what technological 
barriers have restricted access to that data in the past?  

a. Probe: Do any of these barriers specifically restrict efforts to de-anonymize or 
aggregate the data? 

28. Have technological barriers changed in recent years? 
29. Are there new technological tools that have created or could create greater access to data?  

a. [Probe] Are there new tools for anonymizing or aggregating data that make it 
easier to use data without threat of compromising subject anonymity?  
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